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Abstract

We propose a new method for describing sharp features (i.e., edges and vertices) of implicitly defined surfaces. We consider an initial implicitly defined surface, which is represented as the zero set of a $C^1$ smooth scalar field with non–vanishing gradients. In order to represent sharp edges and vertices, this surface is augmented by adding a new type of implicit representations, which are called edge descriptors and vertex descriptors. They are defined with the help of the distance field of edge curves. In our implementation, we use circular splines to describe these edge curves, since they support a fast and non-iterative closest point computation.

After adding the edge and vertex descriptors to the initial scalar field, the zero set of the augmented function contains the sharp features. We apply the new representation to surface modelling by implicitly defined surfaces with sharp features and to object reconstruction. In the latter case we describe an algorithm for detecting the sharp curves and vertices of a shape which is given by an unorganized point cloud, which are then approximated by circular splines, in order to define the edge and vertex descriptors.
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1. Introduction

We consider implicitly defined surfaces, i.e., surfaces which are described as the zero set of a $C^1$ smooth scalar field. Implicitly defined surfaces offer various advantages, such as the non-existence of the parameterization problem for scattered data fitting, repairing capabilities of incomplete data, and simple operations of shape editing [31].

1.1. Related work

Different possibilities for representing the scalar field have been explored in the literature. Besides polynomials [23, 29] and piecewise polynomials [2], these representations include discretized level sets [21, 38], scalar spline functions [13, 25], radial basis functions [6, 20], T-spline level sets [35, 37] and hybrid representations obtained by blending algebraic surfaces via radial basis functions [19]. Moreover, it is easily possible to combine implicitly defined surfaces in various ways, e.g., by blending them together or by Boolean operations (CSG), see e.g. [3, 14, 22].

Clearly, sharp features (i.e., edges and vertices) of implicitly defined surfaces can be modelled by combining several implicitly defined objects by Boolean operations. However, as a potential problem with this approach, the precise location of the sharp features is not explicitly available. This information, which is extremely helpful for guiding polygonization algorithms such as marching triangles [8], is only implicitly contained in the description of the initial objects.

This approach (via Boolean operations) also requires a decomposition of the geometric objects into patches, which are then combined using Boolean (or other) operations. If implicitly defined surfaces are used for geometry reconstruction from unorganized point cloud data, then it is not always easy to find such a decomposition of the given data.

Even for more general representations, the extraction of sharp features from 3D data and the modeling of objects with features is clearly an important and challenging problem [30]. Difficulties arise due to the feature-insensitive sampling and the noise of the given data. Various approaches have been proposed to address this problem, mostly for surfaces which are described by triangular meshes [1, 10, 32].

In particular, the so-called bilateral filter for feature-preserving mesh denoising has been proposed [7, 11, 16, 33] and it was also successfully used in our previous work [37]. In a recent paper, the fitting of Loop subdivision surfaces to data sampled from objects with sharp features has been discussed in [15].

1.2. Our contribution

We propose a new approach for feature modelling and reconstruction with implicitly defined surfaces. As the main difference to the use of Boolean operations, our approach works with explicit parametric representations of the curves which define the sharp edges.

We assume that an initial surface is already available, which describes the desired geometry very well, except for the sharp features. The features are then added to the object by augmenting the underlying scalar field with a novel implicit representation: edge descriptors and vertex descriptors.
Consequently, we decouple the description of the features from the representation of the base geometry. We demonstrate the potential of the new representation for sharp features by discussing shape modelling and the problem of surface reconstruction from unorganized point cloud data.

In the shape modeling part, given an initial implicitly defined surface, we define the edge descriptor functions using certain spatial curves on the offset surface. After adding the edge functions to the initial surface, an augmented surface with sharp edges at the spatial curves is obtained. By specifying suitable range and magnitude functions of the edge descriptors, we are able to edit the sharp features on the new surface.

In the shape fitting part, an initial implicitly defined surface is generated by using an existing algorithm (the method of [12, 13] in our case, but other methods can also be used). Then the sharp edges and vertices in the initial surface are detected by a triangulation and edge decimation algorithm. We add the edge descriptors, which are defined for the sharp edges and vertices, to this initial implicit function to get a new algebraic function. After an evolution process is used for fitting the edge curves, this new function represents the sharp features well.

1.3. Outline

The remainder of this paper is organized as follows. Section 2 summarizes the necessary background information concerning implicitly defined surfaces and circular splines. In particular, we show that circular splines support a particularly simple and efficient evaluation of the closest distance of a general query point to the curve.

The third section introduces implicitly defined edges and vertices. Edge descriptors are defined with the help of the distance field of a given space curve, which is referred to as the edge curve. We analyze the smoothness of the edge descriptors and show how to choose their free parameters. Further we address the problem of blending several edge descriptors whose edge curves share a common vertex.

Section 4 discusses modelling with implicit surfaces. Besides adding regular features to existing smooth surfaces, we show how to obtain vertices with only two incoming edges, and edges with “dead ends”, i.e., with end points within a smooth surface.

The next section is devoted to the reconstruction of surfaces with sharp features from unorganized point cloud data. We briefly summarize an existing method for implicit surface fitting and show how to generate edge and vertex descriptors by fitting circular spline curves to the points which represent the sharp features. The algorithm is illustrated by four examples.

Finally we summarize this paper and conclude with suggestions for further research.

2. Preliminaries

We recall the notion of implicitly defined surfaces and summarize the construction and rational spline representation of circular arc spline curves.

2.1. Implicitly defined surfaces

An implicitly defined surface is the zero level set

\[
Z(f) = f^{-1}(0) = \{x \in \Omega \mid f(x) = 0 \}
\]

of a real function (a scalar field) \( f : \Omega \rightarrow \mathbb{R} \) where \( \Omega \subseteq \mathbb{R}^3 \) is the domain of \( f \). If \( f \) is a \( C^6 \) smooth function whose gradient \( \nabla f \) does not vanish in \( \Omega \), then the surface is also \( C^6 \) smooth.

In many situations, the scalar field \( f \) is represented by a linear combination of certain basis functions, such as radial basis functions, T-splines or products of univariate B-splines. In this paper we adopt the latter approach. Clearly, the edge modelling techniques described below can be used for other types of scalar fields, too.

More precisely, let

\[
f(x) = \sum_{i,j,k} d_{ijk} M_i(x_1) N_j(x_2) L_k(x_3),
\]

where \( x = (x_1, x_2, x_3) \), be a trivariate tensor product spline function of tri-degree \((m', n', l')\) with real coefficients \( d_{ijk} \). The domain \( \Omega \) is an axis-aligned box. The basis functions \( \{M_i\}_{i=1}^m \), \( \{N_j\}_{j=1}^n \) and \( \{L_k\}_{k=1}^l \) are B-splines of degree \( m', n', l' \) with respect to certain given knot sequences. The extremal coordinates of the box are degree-fold boundary knots, and the inner knots are chosen uniformly. The zero level set \( Z(f) \) will be called an algebraic B-spline surface.

In order to simplify the notation, the coefficients and the basis functions are gathered in two column vectors

\[
d = (\ldots, d_{ijk}, \ldots)^T \quad \text{and} \quad b(x) = (\ldots, M_i(x_1)N_j(x_2)L_k(x_3), \ldots)^T
\]

respectively. Then we can rewrite \( f \) as

\[
f(x) = d^T b(x)
\]

and the gradient of \( f \) is the row vector

\[
(\nabla f)(x) = \left( \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_2}, \frac{\partial f}{\partial x_3} \right)_x = d^T (\nabla b)(x).
\]

2.2. Circular splines and distance computation

A circular arc in \( \mathbb{R}^3 \) has the standardized rational Bézier representation

\[
y(u) = \frac{(1 - u)^2 b_0 + 2u(1 - u)\omega b_1 + u^2 b_2}{(1 - u)^2 + 2u(1 - u)\omega + u^2}, \quad u \in [0, 1],
\]

with the control points \( b_i \), where \( b_1 \) lies in the bisector plane of the line segment \( b_0b_2 \), i.e.,

\[
||b_0 - b_1|| = ||b_1 - b_2||.
\]

The weight \( \omega \) satisfies \( \omega = \cos \phi \), where

\[
2\phi = \pi - \angle(b_0, b_1, b_2)
\]

is the sweep angle of the circular arc. We shall assume that the sweep angle is less than \( \pi \). Longer arcs are split into shorter segments.
A tangent continuous circular spline curve \( c : t \mapsto c(t) \) with \( k \) segments, knots \( (t_j)_{j=0}^k \), and domain \( I = [t_0, t_k] \) is a sequence of circular arcs \( \{ y_j \}_{j=1}^k \) of the form (6) with local parameters

\[
u_j = \frac{t - t_{j-1}}{t_j - t_{j-1}}
\]

which are pieced together with \( C^1 \) continuity.

Compared to other representations of space curves, such as polynomial splines, the use of circular splines offers various potential benefits, such as the availability of an exact arc-length parameterization. As an important advantage, it is possible to perform closest point computation by a simple non-iterative method.

More precisely, given a query point \( p \), we want to find the closest point \( f = x(t^*(p)) \) on the circular spline curve, where

\[
t^*(p) = \arg \min_{t \in I} || p - x(t)||
\]

The shortest distance from a data point to the curve is the minimum of the shortest distances to all arcs. Consider a fixed circular arc \( y_j \), and let \( m_i \) be its center. The parameter \( t^* \) which potentially realizes the shortest distance can be computed as follows.

1. We project \( p \) orthogonally into the plane which contains the arc \( y_j(t) \). The projected query point is denoted with \( p^0 \).
2. If \( p^0 \) lies inside the sweep angle of \( y_j(t) \), then the candidate values \( t^* \) of the global curve parameter are found by computing the associated global parameter of the root(s) of the equation

\[
0 = (p^0 - m_j) \cdot y_j'(u_j), \quad u_j \in [0, 1],
\]

where the prime ‘ denotes the derivative with respect to the local curve parameter \( u_j \). Otherwise, the shortest distance is not realized by this circular arc (but see the remark about open curves).
3. If a local candidate value of the closest point parameter has been found, the corresponding value of the global parameter value is found as \( t^* = t_{j-1} + u_j(t_j - t_{j-1}) \).

In the second step of the algorithm, we substitute (6) into (11) and get simply a quadratic equation

\[
0 = (p^0 - m_j) \cdot [(1 - u_j)^2 \omega(b_1 - b_0) + u_j(1 - u_j)(b_2 - b_0) + u_j^2 \omega(b_2 - b_1)].
\]

Since the sweep angle is assumed to be less than \( \pi \), this equation possesses a unique root \( u_j \in [0, 1] \).

In order to keep the algorithm as simple as possible, we compute the closest point by first finding the closest points in all circular arcs, and then selecting the point with the minimum distance among them. One may improve the efficiency of the algorithm by using a suitable hierarchy of bounding volumes.

In the case of an open spline curve, the closest point of the given query point \( p \) can also be one of the two boundary points. Hence, the two end points have to be checked separately.

### 3. Implicitly defined edges and vertices

In order to model the sharp features on an implicitly defined surface, we introduce a new type of implicit representations: edge descriptor functions.

#### 3.1. Edge descriptors

Consider a \( C^1 \) smooth space curve \( c : I \rightarrow \mathbb{R}^3 \) with parameter \( t \) and domain \( I = [t_0, t_1] \subset \mathbb{R} \), which is a collection of \( C^2 \) segments. This curve will be called the edge curve. For instance, \( c \) may be a circular spline curve, as described in Section 2.2. Let

\[
N(t) = \{ x \in \mathbb{R}^3 : \ c'(t) \cdot (c(t) - x) = 0 \}
\]

be the normal plane of the edge curve at \( c(t) \).

In addition, let \( a : I \rightarrow \mathbb{R} \) and \( r : I \rightarrow \mathbb{R} \) be two \( C^1 \) smooth functions defined on the same interval. They will be called the magnitude function and the radius function, respectively. For any point \( x \in \mathbb{R}^3 \), let \( t^r \) be the mapping which assigns to \( x \) the parameter value of the closest point on \( c \),

\[
t^r(x) = \arg \min_{t \in I} || x - c(t) ||.
\]

The mapping \( t^r : \mathbb{R}^3 \rightarrow I \) defines a scalar field. Except for the domain boundaries \( t_0, t_1 \) of \( I \), the level set \( t^r = t \) of this field is contained in the normal plane \( N(t) \).

**Definition 1.** The edge descriptor \( g \) which is determined by the edge curve \( c \), the magnitude function \( a \) and the radius function \( r \) is the function

\[
g : x \mapsto (a \circ t^r)(x) \cdot ((r \circ t^r)(x)) - ||x - (c \circ t^r)(x)||^2
\]

where \((y)_+ = \max\{y, 0\}\) for all \( y \in \mathbb{R} \).

We now analyze the smoothness of the edge descriptor \( g \).

Let \( \rho_0 \) denote the minimum curvature radius of \( c \). We assume that the pipe surface with a certain constant radius \( \rho \leq \rho_0 \), which is closed by adding hemispherical caps at the two end points of the curve (which are omitted in the case of closed curves) does not have global self-intersections. Let \( P \) be the interior of this pipe surface. The scalar field defined by \( t^r \) is then continuous in \( P \).

However, the scalar field defined by \( t^r \) is not always differentiable. Discontinuities of the gradient \( \nabla t^r \) occur in the normal planes \( N(t) \) at points where \( c \) is not \( C^2 \).

On the other hand, even in the presence of discontinuities of the second derivative of the edge curve \( c \), the scalar field

\[
x \mapsto ||x - (c \circ t^r)(x)||
\]

which is defined by the closest distance of a point \( x \) to the edge curve, is \( C^2 \) smooth in the interior \( P \) of the pipe surface, except for the points on the edge curve itself.

Finally, if \( h : I \rightarrow \mathbb{R} \) is any \( C^1 \) smooth function whose first derivative vanishes at the points where \( c \) is not \( C^2 \), then \((h \circ t^r) \) is \( C^1 \) smooth in \( P \). Consequently, the edge descriptor \( g \) is \( C^1 \) smooth in the interior of the pipe surface, except for the points
on the edge curve, provided that the first derivatives of \(a\) and \(r\) vanish at the points where the edge curve is not \(C^2\).

If the value of the radius function is smaller than the radius \(\rho\) of the pipe surface \(\partial P\), then the support of \(g\) is a subset of \(P\). The edge descriptor \(g\) is then globally \(C^1\), except

1. for the points of the edge curve and
2. for points in the normal planes \(N(t)\) of the edge curve at discontinuities of the second derivative.

Once again, if the derivatives of \(a\) and \(r\) vanish at the points where the edge curve \(c\) is not \(C^2\), then the latter discontinuities of \(\nabla g\) are not present.

In the remainder of the paper we shall assume that the assumption \(r \leq \rho\) regarding the radius function is always satisfied.

### 3.2. Implicitly defined edges

By adding an edge descriptor to the function \(f\) which defines the surface \(Z(f)\), we obtain a new function \(F = f + g\). In order to model sharp features using this new function, we need to construct the curve \(c(t)\) and choose suitable parameters \(a\) and \(r\) for \(g\).

**Lemma 2.** If 
\[
a(t) = -\frac{(f \circ c)(t)}{r^2},
\]
then the curve \(t \mapsto c(t)\) lies on the surface \(Z(F)\).

**Proof.** Since every point \(c_0 = c(t)\) of the edge curve satisfies \(c(t')(c_0) = c_0\), we get
\[
F(c_0) = f(c_0) + (a \circ t')(c_0) \cdot r^2 = f(c_0) - \frac{f(c_0)}{r^2}r^2 = 0.
\]
Consequently, the curve \(c(t)\) is contained in \(Z(F)\).

Thus, by choosing the value of \(a\) according to (17), one can modify \(Z(f)\) such that it contains the edge curve. We demonstrate this observation in the following example.

**Example 3.** Fig. 1 shows a first example. The smooth implicitly defined surface shown in (b) is an algebraic B-spline surface which was generated by approximating sample points taken from two circular cones with common base (a). Using an edge descriptor which is based on a single circle as the edge curve (c), one obtains an implicitly defined surface \(Z(f + g)\) with a sharp edge (d).

Next we analyze the behaviour of the surface \(Z(f + g)\) along the edge curve. We shall assume that the magnitude function \(a\) of the edge descriptor is chosen according to (17). For any value of the curve parameter \(t \in I\), let \(N(t)\) be the normal plane of the edge curve at the point \(c(t)\), and consider the gradients
\[
(\nabla_{N(t)} f)(x) = (\nabla f)(x) - \frac{(\nabla f)(x) \cdot c'(t)}{c'(t) \cdot c'(t)}c'(t)
\]
of the restriction of \(f\) to \(N(t)\).

![Figure 1: By adding an edge descriptor \(g\) to \(f\), a sharp edge on the smooth implicitly defined surface \(Z(f)\) is generated.](image)

**Proposition 4.** If the radius \(r\) of the edge descriptor \(g\) satisfies
\[
r(t) \geq \frac{2|f(c(t))|}{\|\nabla_{N(t)} f(c(t))\|}
\]
then the surface \(Z(F)\) passes through \(c(t)\) and the intersection curve
\[
\mathcal{L}(t) = Z(f) \cap N(t)
\]
of the surface and the normal plane possesses a corner point with two tangent directions \(T_1(t)\) and \(T_2(t)\), which are different provided that the inequality is strictly satisfied. Otherwise, if (20) is violated, then \(c(t)\) is an isolated point of \(\mathcal{L}(t)\).

**Proof.** We consider the restrictions \(\tilde{F}, \tilde{f}\) and \(\tilde{g}\) of \(F, f\) and \(g\) to the normal plane \(N(t)\). In particular, we consider the surfaces which are defined by the graphs of \(\tilde{F}, \tilde{f}\) and \(\tilde{g}\). The graph of \(\tilde{F}\) intersects the plane in the curve \(\mathcal{L}(t)\). The graph of \(\tilde{g}\) has a singular point at \(c(t)\), where it touches a circular cone with slope \(2ar\). On the other hand, the slope of \(\tilde{f}\) at \(c(t)\) is \(\|\nabla_{N(t)} f(c(t))\|\). If the slope of the circular cone is smaller than the slope of \(\tilde{f}\), then \(\mathcal{L}\) has a corner point with two directions \(T_1\) and \(T_2\). The inequality (20) is now obtained by using (17).

We visualize this observation in the following example.

**Example 5.** Fig. 2 shows the situation in the normal plane of the edge curve. The green curve is the intersection \(Z(f) \cap N(t)\), and the red curves are the intersections \(Z(f + g) \cap N(t)\) for different values of the radius \(r\). The radii are visualized by the circles. If the radius is too small, then \(c(t)\) is an isolated point. For sufficiently large values of \(r\), the value of \(r\) controls the
angle between the tangents at the corner \( c(t) \) which tends to \( \pi \) when \( r \) is increased.

Due to the smoothness and differentiability of \( g \), the surface \( \mathcal{Z}(f + g) \) is \( C^1 \) smooth everywhere, except along the edge curve \( c \) and in the normal planes of the points where \( c \) is not \( C^2 \). Moreover it can be shown that the two normals of the surface along the edge curve \( c \) then depend continuously on \( t \), again provided that the edge curve of \( C^2 \) smooth.

### 3.3. Implicitly defined vertices

We extend the notion of edge descriptors to sharp vertices of an object which is represented by an implicitly defined surface. To this end, we shall consider each such vertex as a point where several edge curves meet.

Suppose that \( v \) is the common end point of the edge curves \( \{c_i\}_{i=1}^v \), enumerated according to their adjacency\(^1\), where every edge curve has an associated edge descriptor \( g_j \). Let \( t_j \) be the tangent vector of curve \( c_j \) at \( v \), oriented such that it points away from the vertex. We consider the half-planes which are spanned by the tangent directions and the gradient of \( f \) at \( v \),

\[
L_j = \{ v + \lambda t_j + \mu (\nabla f)(v) : \lambda, \mu \in \mathbb{R}, \lambda > 0 \}. \quad (22)
\]

They intersect in the normal of the level set \( \mathcal{Z}(f - f(v)) \) of \( f \) through the vertex \( v \),

\[
\{ v + \mu (\nabla f)(v) : \mu \in \mathbb{R} \}. \quad (23)
\]

We denote the bisector half–plane of every two consecutive half-planes \( L_j \) and \( L_{j+1} \) with \( B_j \), where \( L_{v+1} = L_1 \). For each bisector half–plane we define two blending half–planes \( B_j^{1} \) and \( B_j^{2} \) which include a user-specified small angle \( \beta \) with \( B_j \) and also contain the line \( (23) \).

Let \( B \) be the ball with radius \( R > \rho \) and center \( v \). The radius \( R \) of the ball \( B \) is chosen such that the intersections of the \( v \) pipe surfaces \( P_j \) around the \( v \) edge curves with the sphere \( \partial B \) are mutually disjoint. The blending half–planes divide this ball into \( v \) primary wedges \( W_j^p \) and \( v \) blending wedges \( W_j^b \), where

---

\(^1\)The curves are projected orthogonally in the plane with normal \((\nabla f)(v)\) through \( v \), and then ordered clockwise.

---

For each blending wedge \( W_j^b \), we choose two blending functions \( \beta_j \) and \( \gamma_j \) which are positive in the interior of \( W_j^b \) and whose value and gradient vanish on one of the two blending half–planes, respectively. For instance, one may choose the squared linear equations describing the blending half–planes.

**Definition 6.** The **vertex descriptor** \( g \) of the common vertex of the \( v \) edge curves with edge descriptors \( g_j \) is obtained by blending together the \( v \) edge descriptors,

\[
g(x) = \begin{cases} g_j(x) & \text{if } x \in W_j^p \\ \frac{\beta_j(x) g_j(x) + \gamma_j(x) g_{j+1}(x)}{\beta_j(x) + \gamma_j(x)} & \text{if } x \in W_j^b \end{cases}, \quad (24)
\]

where \( j = 1, \ldots, v \).

By adding the vertex descriptor to the scalar field \( f \) describing an initial implicit surface \( \mathcal{Z}(f) \), we obtain a new scalar field whose zero set describes a surface with a vertex. More precisely, we define \( F \) as

\[
F = f(x) + \left\{ \begin{array}{ll} \sum_{j=1}^v g_j(x) & \text{if } x \in \mathbb{R}^3 \setminus B \\ \bar{g}(x) & \text{if } x \in B \end{array} \right. \quad (25)
\]

and consider the resulting zero level set \( \mathcal{Z}(F) \). Clearly, it is possible to add several vertex descriptors.

The effect of vertex descriptors is demonstrated in the following example.

**Example 7.** We sampled the data points from the upper part of an octahedron and fitted them with an algebraic B-spline surface. After adding the edge and vertex descriptors, we obtain a faithful reconstruction of the object, see Fig. 3.

As an alternative, one might define vertex descriptors by replacing the distance to the edge curve on \( (15) \) with the minimum distance to all edge curves. However, the later distance function is not \( C^1 \) smooth in the bisector of the edge curves, and hence this definition gives vertices with additional “phantom” edges.

---

### 4. Modeling surfaces with sharp features

Given an implicitly defined surface \( \mathcal{Z}(f) \), we model an implicitly defined surface with sharp features by adding edge and vertex descriptors to \( f \), cf. \( (25) \). In order to obtain efficient methods for evaluating the edge descriptor functions, we represent all edge curves \( c_i \) by circular splines. For any query point, we can then easily find the closest point on the edge curve using the non-iterative method described in Section 2.2.

Clearly, the circular splines are generally only \( C^1 \) smooth, and hence the edge descriptors have a non-continuous gradient field not only along the edge curves, but also across the normal planes of the edge curves where the individual arcs are pieced together. However, according to our experiences, the effects of the latter gradient discontinuities are quite small and can be neglected. In addition, we choose the circular splines to
lie approximately on offset surfaces of $Z(f)$ and with a radius function $r$ which does not change much. Thus, both $a$ and $r$ are almost constant along the edge curves, which again reduces the effects of the gradient discontinuities.

If required, these effects can further be decreased by choosing a circular spline with a larger number of segments, where the jumps of the second derivative are reduced. Clearly, there is a trade-off between the effort of the closest point computation, which increases with the number of segments, and the effects of the second derivative discontinuities, which decrease with the number of segments.

The method consists of three steps.

(1) We define circular splines which approximately lie on offset surfaces of $Z(f)$.

(2) We choose the magnitude functions according to Lemma 2 and the radius functions either as a certain constant multiple of the offsetting distance used in step 1 or such that the edge possesses a pre-defined angle (e.g., $\pi/2$).

(3) We add the edge and vertex descriptors to the initial scalar field $f$ and evaluate the resulting implicitly defined surface $Z(f)$.

In the second step, one can use any of the well-known techniques for circular spline generation, e.g., biarc interpolation [4, 5, 9, 17, 18, 24, 26, 34]. Due to space limitations, we do not describe any details of these methods.

Example 8. We present four examples for surface modeling with sharp features.

1. We add a circle-shaped feature to a surface of revolution which approximately represents a catenoid, see Fig. 4.

2. Starting from a sphere, we add a swirl-shaped feature to this surface. The result is shown in Fig. 5. Since circular splines are able to model exactly spherical curves, the edge curve lies exactly on an offset surface of the initial sphere.

3. We start from a pipe surface with a circular spine curve and a linearly varying radius. The edge curve is chosen as a spiral curve on an offset surface. The initial surface and the surface with the sharp feature are shown in Fig. 6.

4. The edge descriptor technique can also be applied to edges
with “dead ends”, i.e., to edges which start or end somewhere within a smooth surface. In this case, the edge curve $c$ starts or ends directly on the initial surface $Z(f)$, and the radius function $r$ vanishes at this point.

Similarly, one can model vertices with only two incoming edges. This does not require any adaptation of the concept of the vertex descriptor; it can be used as described in Section 3.3. Please note that the use of a non-$C^1$-smooth edge curve would not give the desired result, since the scalar field is then not necessarily continuous, not even in a sufficiently small neighborhood of the edge curve.

Starting from an initial surface describing a circular cone, we add a feature with two dead ends and with a vertex with only two edges. The result is shown in Fig. 7.

5. Surface reconstruction

Given unorganized point data with associated normal information, we reconstruct an algebraic B-spline surface, which is augmented by adding edge and vertex descriptors. We give an outline of the method, describe the individual steps in more detail and present several examples.

5.1. Outline

We consider a given unorganized point cloud $\{p_i\}_{i=1}^N$, which is assumed to represent a shape with sharp features. The following algorithm constructs an algebraic B-spline surface and augments it with edge and vertex descriptors such that the implicitly defined surface $Z(F)$ represents the shape.

1. Construct the initial implicitly defined surface $Z(f)$ by using an existing method to fit the input data points $\{p_i\}_{i=1}^N$, Generate a triangular mesh $T_0$ representing $Z(f)$ using a suitable triangulation algorithm, e.g., marching triangles [8].

2. Select the data points $\{p_i\}_{i=1}^N$, which represent the sharp features of the original shape from the input data points by analyzing the dihedral angles of the mesh $T_0$ and the distances between the input data points and the initial surface $Z(f)$.

3. Generate the initial circular splines $c_i^0$ and the associated edge descriptors $g_i^0$. Fit the points $\{p_i\}_{i=1}^N$ representing the features with circular splines $\{c_i\}_{i=1}^N$ and edge descriptors $\{g_i\}_{i=1}^N$, where $N$ is the number of open and closed edge curves.

4. Generate the augmented scalar field $F$ by adding the edge and vertex descriptors to $f$. The surface $Z(f)$ represents the object with the sharp features.

We shall now describe the individual steps in more detail.

5.2. Implicit surface fitting

Several techniques for reconstructing implicitly defined surfaces from unorganized point cloud data exist. As a major advantage compared to parametric representation, no auxiliary parameterization of the data has to be generated. In our example we use the simple method which has been described in [12, 13], which assumes that each point $p_i$ is equipped with an associated unit normal $n_i$.

This method uses three main ingredients to build the objective function. First, the algebraic distance

$$L(d) = \sum_{i=1}^N |f(p_i)|^2$$

is used in order to measure the deviation of $Z(f)$ to the given data. Second, the term

$$N(d) = \sum_{i=1}^N \|\nabla f(p_i) - n_i\|^2$$

expresses the deviation between the surface and the given normals $n_i$. Third, we use the smoothing term

$$G(d) = \int \int \int_{\Omega} f_{11}^2 + f_{22}^2 + f_{33}^2 + 2f_{12}^2 + 2f_{13}^2 + 2f_{23}^2 \, dx \, dy \, dz$$

where the indices $f_{ij}$ indicate differentiation with respect to $x_i$ and $x_j$. By combining the three terms with user-specified positive weights $\omega_1, \omega_2$, where $1 > \omega_1 > \omega_2 > 0$ we obtain the objective function

$$F(d) = L(d) + \omega_1 N(d) + \omega_2 G(d) \rightarrow \text{Min}$$

Its minimization leads to a linear system with a symmetric positive define and sparse (due to the local support of B-splines) matrix which can be solved efficiently, e.g., using sparse direct solvers. The solution gives the coefficients $d = (\ldots, d_{ijk}, \ldots)^T$ of the initial algebraic B-spline surface $Z(f)$.

Since the marching triangulation method [8] is able to produce a high-quality triangular mesh, we use this method to generate the mesh representation $T_0$ of the initial implicit surface $Z(f)$. Other polygonalization methods (see e.g. [31]) can also be considered.
Example 9. We consider a collection of 13k data points which have been sampled from the surface of a deformed cube-shaped object with a circular hole, see Figure 8. The minimization of the objective function (28) gives the surface shown in (b), which does not yet contain the sharp features. A close-up view of the triangulation is provided in (c). The computation time for the fitting and the triangulation was 6.4 and 6.3 seconds on a standard PC, respectively.

5.3. Edge detection and decimation

After generating the initial implicitly defined surface, we need to detect the sharp features of the original shape. More precisely, we generate triangle strips representing these features on the initial mesh $T_0$, as follows.

1. Project all the data points $\{p_i\}_{i=1}^{N}$ to the initial mesh $T_0$.

2. Compute the dihedral angle of every edge in the mesh $T_0$. If this angle exceeds a user-specified threshold, then we call the edge a sharp edge. If all three edges of a triangle are sharp edges, we call the triangle a candidate triangle.

3. For every candidate triangle, we compute the average distance between the projected points in this triangle and the associated data points. If this exceeds a user-specified threshold, then we call the triangle a “sharp” triangle. Let $T_1$ be the mesh which consists of all sharp triangles.

Example 9 (continued). We apply the sharp triangle detection to the triangular mesh of the initial surface in Figure 8. The mesh $T_1$ consisting of all “sharp” triangles is shown in Fig. 9.

In the next step we generate skeletons of the mesh $T_0$, i.e., polygons which correspond to the sharp features. These skeletons are generated with the help of the following decimation method.

(1) Mark the edges with at most one neighbouring triangle in $T_1$ as boundary edges.

(2) If there exists a boundary edge in $T_1$ which has exactly one neighbouring triangle in $T_1$, then delete this edge and the triangle (but keep the remaining two edges) and continue with (1).

(3) If there exists a boundary edge in $T_1$ with the property that one of its end points is not adjacent to any other boundary edge, then delete this edge from $T_1$ and continue with (1).

(4) If no boundary edges can be deleted, then the algorithm stops; the triangle strips have been decimated to polygons $T_2$.

Example 9 (continued). We apply the decimation algorithm to the triangle meshes of “sharp triangles” shown in Fig. 9. This leads to 12 open polygons, which meet in 8 vertices, and 2 additional closed polygons, see Fig. 10. Note that the location of the vertices is detected automatically. The entire decimation (triangle strip generation and skeletonization) took less than 1 second.

Open edges on the surface (edges with one or two end points) are not yet contained in $T_2$, since the third step of the algorithm will shrink them. In order to prevent this effect, one may freeze some of the points in $T_2$. More precisely, steps 2 and 3 of the algorithm are modified such that these points are not allowed
to be isolated during the decimation: If the deletion of an edge would isolate one of the frozen points, then it is not allowed to be deleted.

For an open edge with two end points, one should freeze an arbitrary pair of two points in the corresponding connected component of \( T_1 \) realizing a maximum of the shortest distance between any two points in \( T_1 \). Similarly, for an open edge with one end point, one freezes a point which realizes a maximum of the shortest distance to a skeletonization \( T_2 \) which was generated without freezing this point.

For instance, if an object has three edges with one common end point and one end point on the surface, then it will be modeled as an open edge with two end points, combined with one open edge with one end point.

5.4. Edge curve fitting

First we define the “sharp” data points, which form the subset of the data points which corresponds to the features of the object. Two criteria are used. A point \( p_i \) is said to be “sharp”, if

1. the Sampson distance\(^2\) \( f(p_i)/||\nabla f(p_i)|| \) exceeds a user-defined threshold, and
2. the dihedral angle of the closest edge to \( p_i \) in \( T_0 \) exceeds another user-defined threshold.

We use a collection of circular splines to approximate the “sharp” data points. The topology of this spline network is determined by the skeleton \( T_2 \).

The vertices in \( T_2 \) are all points with a valency other than two. We split the skeleton \( T_2 \) into simple open polygons at these vertices. For each open polygon we generate a circular spline using an adaptive method for least-squares fitting of circular splines which is described in [28].

The method consists of two steps. First, an initial circular spline is obtained by biarc interpolation of decimated versions of the open polygons. Second, an evolution process – which corresponds to a Gauss-Newton-type method for orthogonal distance regression – is used in order to reduce the approximation error, by driving the circular spline curve to the target point. This second step is coupled with an adaptive refinement procedure, which splits segments with large errors. The evolution process keeps all vertices in \( T_2 \) as boundary points of the circular splines.

In order to define the edge descriptors, we choose the magnitude function according to Lemma 2 and the radius function depending on the distance to the initial surface, but such that the inequality (20) is satisfied.

5.5. Triangulation of the augmented surface

We define the augmented scalar field \( F \) by adding the edge and vertex descriptors to \( f \). For visualizing the surface \( Z(f) \), we generate a polygonalization using the marching triangulation method [8]. In order to get a triangulation of the surface which preserves the features, we define the initial curve for this triangulation method as a polygon which has been sampled from the edge curves.

\(^2\)The value \( f(x)/||\nabla f(x)|| \) approximates the Euclidean distance, cf. [27].
Figure 12: Reconstruction of a double torus from 4,352 sample points (a). Initial surface (b,d) and final result (c,e).

d) Close-up view of (b)  
e) Close-up view of (c)

Figure 13: Reconstruction of a cylinder from 3,270 sample points (a). Initial surface (b,d) and final result (c,e).

d) Close-up view of (b)  
e) Close-up view of (c)

Figure 14: Reconstruction of the fandisk model from 6,475 sample points (a). Initial surface (b,d) and final result (c,e).

d) Close-up view of (b)  
e) Close-up view of (c)
for the various user-defined parameters which take the level of noise in the data into account.

Other topics of interest include the use of other geometric primitives as edge curves, preferably with higher order of differentiability than $C^3$ smoothness, and the speed up of the algorithm for closest point computation, e.g., using a bounding volume hierarchy. In the case of the fitting procedure, even a dynamic hierarchy is required.
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